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1. TpeOoBaHus K cucreme

B nmaHHON MHCTPYKIMM PAcCMaTpUBAETCA OAWH W3 BAapUAHTOB Pa3BEPTHIBAHUS NPOTPaMMBbl IS
OBM «ABromarusupoBanHass OankoBckas cuctema "APHYBO"» (mamee Ttaxke - APHYBO, ABC
«APHYBO», wmmkpocepBHCHasi aBTOMAaTH3MpOBaHHas OaHKOBCKas cucreMa, MuKpocepBucHas ABC
«APHYBO», ABC, cucrema, I10) Ha koHTeiiHepHOi uH(ppacTpykType Kubernetes, ucronp3yemoii B
KavyecTBe TaT(opMbl Uil OPKECTPALlM MHKPOCEPBUCOB MporpamMmbl it 9BM «ABToMaTH3MpOBaHHAS
OankoBckas cucrema "APHYBO"».

MunumajbHasi cHCTeMHasi KoHurypauus:

MunumanbHas KOH(QUrypauusi NpeAHa3HadeHa sl  JEMOHCTPALMOHHOW/TECTOBOW  YCTAHOBKH — C
OrpaHUYEeHHBIM HAaO0OpOM KOMITOHEHTOB W MHUHUMAaJLHBIM Habopom OmsHec-momynied (Hampumep, SmART
ESB + onuH-nBa (pyHKIMOHAIBHBIX MUKpOcepBuca). Bce mHQpacTpyKTypHbIE KOMIOHEHTHI JIOITYCKAeTCs
pa3meniaTh Ha OIHOM BUPTYaJbHOU MallllHE.

MuHuMAaIbHBIE TPEOOBAHMS:
® CPU: 6 vCPU;

® RAM:8GB;

® Disk: 100 GB;

Pa3BopaunBaeMbie KOMIIOHEHTHI B MUHHMAJILHOWH KOHQUTYpaLUu:

PostgreSQL (eauHb1ii MHCTaHC);

NATS (1 vona);

Redis/Mongo;

OpenSearch (1 HO2, 6a30Bast KOHPUTYpamys);

SmART ESB (NodelS);

1-2 pyHrumoHanbHBIX MUKpocepBuca (Hamp. Billing u Reporting) (Java/NodelS)

Kondwurypamus obecriednBaeT TEXHUYIESCKYIO PaOOTOCIOCOOHOCTh CHCTEMBI C MYCTHIMH CIPAaBOYHUKAMH U
MHUHHUMAJIbHOM TECTOBOM Harpy3Kou.

Pexomenayemas cucreMHasi KOH(pUrypauus:

Pexomennyemass  koHurypanus  OpeIHa3HAue€Ha Al THIIOBOTO  IPOMBIINIIEHHOIO  KOHTYPA,
00ecreunBaroIero pa3BEépThiBaHNe BCEro Habopa OU3HEC-MOy el U MOJTHOrO KOMIUIEKTAa MUKPOCEPBHCOB.
Pacuér mpusenén s Harpysku ~ 3 000 000 xmmenToB/moroBopos/cderoB 1 ~ 1 500 000 tpan3zakumii B
CYTKH.

CyMMapHble peKOMeH/IyeMble pecypcbl IJIs KiaacTepa u3 3X pu3nyecknx ManiuH:
Kracrep npunoxennii (Kubernetes / VM)

CYB/] PostgreSQL (primary + replica)

HudpactpykTypHBbIE KOMITOHEHTHI

OYHKIMOHATBHBIE MHKPOCEPBHCHI

® (CPU:~96 CPU (96 Cores|192 Threads);

® RAM:~768 GB;

® Jluck: ~ 18 TB.

2. OCHOBHBIC KOMIIOHCHTHI

B tabnuiie npuBeaeHbl oCHOBHBIE KOMITOHEHTHI (MuKpocepBuchl) ABC « APHYBO»:

KomMnoHeHTbI HasnaueHue

tools:acctranscard OO0paboTka omepalii O KapTaM M HMHBIM JoroBopam ((popMupoBaHUE
MTPOBOJIOK);

tools:acctransloan O6paboTKa KPeTUTHBIX Orrepanyid ((hopMHUPOBaHKUE ITPOBOOK);

auth MukpocepBUC aBTOpU3AIMHU M0JIb30BATENCH;

card MukpocepBHC pabOTHI C TOTOBOPAMH;

COl’lf MHKpOCGpBI/IC JUISL B3aHMO}Z[eI>'ICTBHﬂ C XpaHWJIMIICEM JIOT'OB, AJId IOJYYCHUA
nHGOPMAIINY O CTeKe, B3aUMOJISHCTBHS C git;

etl MuxkpocepBruc mpeoOpa3oBaHusl JaHHBIX, 00pabOTKH (ailyIoB pa3HIHBIX
dhopmaros;

fee Mukpocepsuc Tapubrkanuu (OWmHra);




fs MuxkpocepBuc paboThl ¢ (aiimamu (CoXpaHeHHe, W3BIIeUeHHE B (paiimoBoe
XpaHWIHIIE);

http MukpocepBuc it paboTsl ¢ http cooOueHusIMy;

interest MHuKpocepBHC pacueTa MPOLEHTOB M IPaHKOB IIATEXKEH;

msg MHEKpPOCEPBHC PACCHUIKH COOOIICHHIA;

postgres Muxkpocepsuc s pabotsl ¢ b1 Postgres;

rate_calc MHuKpocepBUC KOHBEPTALUH;

redis Muxkpocepsuc s pabotsl ¢ b/] redis;

report MukpocepBuc (OPMUPOBAHHUS OTUETOB,;

sftp MuxkpocepBuc a1 paboTsl ¢ (haiioBol crucTeMoi (M3BICYCHNE, COXPaHEHHNE
(haiinon);

trans MukpocepBuc paboThI C TpaH3aKIHIMHY,

vdapp MukpocepBuc cOopa JIOToB, IS MOMCKA MPOLECCOB B MONZO, AJIsl TOUCKa
3JIEMEHTOB Ha KOTOPBIX IPOM30IILIA TIPEAYCMOTPEHHAsI OCTAHOBKA TIpOIiecca
(usertask);

<KOH(HTYpaIlHOHHbIC MukpocepBUCH POPMUPYEMBIE H3 HACTPOEK KOHKPETHOTO TPOCKTA.

HPHI0KEHUS™

Oxzemmuisip [0 «ApromatusmpoBaHHas OaHkoBckas cuctema "APHYBO"» mpenocraBmsercst mocie
npuobpeterns [10

3. Xox ycTaHOBKM

3.1. YcranoBka Kubernetes-kiacrepa
Onucan BapmanT ycraHoBkH Kubernetes-knmactepa Ha HaOOp XOCTOB (3KEJIE€3HBIX, JTHOO BUPTYaITBHBIX
MallliH) C MPEeIyCTAaHOBJIECHHOHN orepanoHHoi cuctemoi Linux (mampumep, Debian, Ubuntu, PEJl OC,
OnepanMoHHas CUCTeMa CIEIHMadbHOro HasHaueHus «Astra Linux Special Edition», Omneparuonnas
cuctema obmiero HazHaueHns "Astra Linux Common Edition" u apyrue), Bepcus sapa He Hbke 5.15.
Hacrosimass mHCTpYKIMS TIpeaycMaTpuBaeT pa3BEPThIBAHKME OTKa30ycTOMUMBOTO Kiactepa Kubernetes B
npefenax OJHOTO IIeHTpa o0paboTKM MJaHHBIX. B memsx obOecneueHWs BBICOKOW —JIOCTYMHOCTH
nHPACTPYKTypa AODKHA BKIIOYATh HE MeHee TPEX MacTep-HOA U TpEX pabounx (worker) Hon. YkazaHHas
KOH(pUrypamust oOecreunBaeT YCTOWYMBOCTh K OTKa3y JIIOOOTO OTAENBHOTO Y371a W TapaHTHUPYeT
HETPEPBIBHOCTH (PYHKIIMOHUPOBAHUS CUCTEMBI B COOTBETCTBUH C TPEOOBAHUSAMH HAJIEKHOCTH.
s ycraHOBKM — MCHOJB3yeTCs — CTaHmapTHas  ytwiuTa kubeadm  (Apache  License 2.0,
https://github.com/kubernetes/kubeadm/blob/main/LICENSE, https://github.com/kubernetes/kubeadm).
[Ipomecc ycTaHOBKM aBTOMAaTHU3WPOBaH C IOMOIIBIO cpeacTBa aBToMaTtm3ammu Ansible (GPL v3.0,
https://github.com/ansible/ansible/blob/devel/COPYING, https://github.com/ansible/ansible) u cocrour
B [T0CJIEIOBATEILHOM HCTIOTHEHUH Psijia CKPHUIITOB.
3.1.1. IoaroroBka
WHcTpyKIus BKIIOYAET MPOLEXyphbl pa3BEPTHIBAHUS WHPPACTPYKTYPHBIX CEPBHCOB, HEOOXOAUMBIX IS
paboTsl mpunoxkeHni, Takux kak MongoDB, NATS-knacrep, Elasticsearch/OpenSearch n Redis-kmacrep.
Yka3aHHble KOMITOHEHTH He sBIsIoTcs 4dacThio ABC «APHYBO» m ucmonp3yroTcs Kak BHEIIHHE
UHQPACTPYKTYpPHBIE 3aBUCUMOCTH.
Ecnu mepeuucneHHble CEepBHUCH YK€ pa3BEPHYTHI B LEJIEBOM KOHTYpE, JOMYCKaeTcs HCIOJIb30BaHUE
CyIIeCTBYIOIIeH HH(PACTPYKTypsl C W3MEHEHHEM aJpecoB M IapaMeTpOB TOAKIIOYCHUS K
COOTBCTCTBYIOIIIMM SHAIIOUMHTAM.
[Mepen ycranoBkoii (mprMeHeHHEM ansible-CKpUIITOB) HEOOXOIUMO HACTPOUTH inventory-daiin, rae
YKa3bIBaeTCs MepeueHb MEJIeBBIX XOCTOB - a/Ipeca, CIoco0 MOMKITIOYSHHS, TPYIITHI (PoiH) - (aiin
hosts.ini. Bce meneBrsie XOCTHI AETATCS HA 2 OCHOBHBIE TPYIIITHL:

e masters - XOCTBI U1 opraHu3anuu control-plane (ypoBeHb yrpaBieHus); 1Jisl OTKA30yCTONUUBBIX

MHCTAUTSIIUN OOBIYHO UCTIONB3YETCS 3 XOCTa, PekKe 5; BOZMOXKEH | 71l TECTOBBIX KOHTYPOB;

e workers - ocTanmpHBIC, IS pa3MelIeHns pabodeil Harpy3Ku;
Ilocnennue, B CBOIO 0OYepeb, MOTYT BBICTYIIATh B POJISAX (BKIIIOYAThCS B COOTBETCTBYIOIINE FPYIIIHI B
WHBEHTOPH):

e ingresses - HCHOIB3YIOTCS ISl pa3MEIeHHMs I10/I0B HHIPECC-KOHTPOILIEPA;

e logcollectors - ucmoNp3yOTCS AT pa3MeIeHus (BbIIEICHNS) CpeACcTB 00pabOoTKI/HAKOTIIICHHS

JIOTOB, METPUK M MIpoUeH cIykeOHOH Harpy3KH;

Haiee, TpeOyeTcs HacTpoiiKka mapamMeTpoB B group vars/all.yml



cluster_name: "patent"
kubernetes_version_minor: "1.32"
crictl_version: "1.32.0"
cni_plugins_version: "1.7.1"
kubernetes_service_subnet: "100.99.0.0/16"
kube_dns_cluster_ip: "100.99.0.10"
kubernetes_pod_subnet: "100.98.0.0/16"
kubernetes_api_ep_domains:

- "kubeapi.patent.art”
kubernetes_dns_domain: "cluster.local”
oidc_issuer_url: "https://dex.patent.art"
oidc_client_id: "dex-patent-auth”

kube_apiserver_port: 6443
loadbalancer_apiserver_port: 6443
kube_apiserver_endpoint: https://localhost:6443
nginx_image_repo: "nginx:1.19"
nginx_config_dir: "/etc/nginx"
kube_manifest_dir: /etc/kubernetes/manifests
loadbalancer_apiserver_keepalive_timeout: 5m
loadbalancer_apiserver_healthcheck_port: 8081

Oco000 00paTUTh BHUMaHHE Ha TTAPAMETPHI:

e cluster name

e kubernetes api_ep domains

e oidc _issuer url

e oidc client id
Hx Tpebyercst KaCTOMU3UPOBATh 0] KOHKPETHYIO HHCTAIJISIIUIO U B COOTBETCTBHHU CO CPEIOH YCTAHOBKH
(moMeHHbIE UMEHA).

3.1.2. BoinostHeHHe

B penozuropuu nexar cienyromue ansible-playbooks:

e l-unattended-upgrades-disable.yml

e 2-limits.yml

e 3-init-allhosts.yml

e 4-api-proxy.yml

e  5-k8s-install-part]l.yml

e 5S.1-set-labels.yml
KaxmoMy coOTBETCTBYET CBOM HIEII-CKPUIT .sh, B KOTOPOM MOKHO yKa3ath 1jis ssh-agent ssh-kirou,
IIPUMEHAEMBI JUIs1 JOCTYIIA K LIeJIEBBIM XocTaM. 11ops 10k MCIIOJIHEHUST COOTBETCTBYET HyMEpalluu B
nMeHax (aios.
IToce ucoHEeHNs TIOTyYaeM MpeIHACTPOCHHBIN ycTaHoBieHHBI Kubernetes-kimactep ¢ CNI Cilium,
core-dns, kubectl (Ha master-xocTax). A Takke CreHepHPOBaHHBIM CaMOIIOIITUCAHHBIM CEPTUPHUKATOM,
KOTOPBIN majee OyaeT ucmoib3oBaThes B kauecTBe CA-cert B cert-manager 1uist odecraenns tls-mpoTokona
JUTSL IHTpecc-eHIITOMHTOB. JTOT CA-cert MOKHO TTOJTyYHTh TaK:

kubectl get secret -n cert-manager local-ca-cert -o jsonpath='{.data.tls\.crt}' | base64 -d

3.2. YcraHOBKAa HH(PPACTPYKTYPHBIX KOMIIOHEHTOB KJIacTepa

3.2.1. IToaroroBka padoueii cpeabl

B kadectBe paboueii cpeqpl MOKET BBICTYIATh KOMITBIOTEP € JAOCTYIIOM K XOCTaM KiacTepa, TM00 OJHa U3
MacTep-HOJ caMoro Kiiactepa. Eciu 3To He MacTep-Ho/a, TO 3/1eCh JOJDKEH ObITh ycTaHoBIIeH kubectl u
MPHUCYTCTBOBATh ~/.kube/config ¢ neiicTByrontnmu ceprudrkaramu mis moctyna k kube-api kimacrepa.
Jnsa ycranoBkr Habopa HHPPACTPyKTYPHBIX KOMITIOHEHTOB KiIacTepa uconb3yercs GitOps-nHCTpyMeHT
FluxCD. Ycranoska FluxCD CLI:

curl -s https://fluxcd.io/install.sh | sudo bash

VYcranoska kommoreHT FluxCD Ha kmactep:

flux install

Takoke, [UTs TOCTYIa K YyBCTBUTEIBHBIM TApaMETPaM YCTAaHOBKH (CEKpeTaM) MOHAI00STCS YTUIINTHL: age
(https://github.com/FiloSottile/age), ycraHOBKa:

apt install age


https://github.com/FiloSottile/age

u SOPS (https://github.com/getsops/sops), ycTaHoBKa:

curl -LO https://github.com/getsops/sops/releases/download/v3.9.1/sops-v3.9.1.1linux.amd64
mv sops-v3.9.1.1inux.amd64 /usr/local/bin/sops
chmod +x /usr/local/bin/sops

3.2.2. HacTpoiika mnapaMeTpoB AeNnJios
Jns BHECEHMS I3MEHEHUH 3TOT PENO3UTOPHI KIIOHMPYETCS Ha JIOKATBHYIO pab0odyro cpeny,
IMOATOTOBJICHHYIO Ha MPEALIAYIIEM ITYHKTC.
[Tepen ycTaHOBKO# HYKHO HACTPOUTH MApaMeTPhl, pa3MelIEHHbIC B (aiinax:
e vars/vars.yaml
e vars/secrets.yaml
vars/secrets.yaml 3amudpoan SOPS. B nanHOM 1eMo-peno3utopuu s mudpaiuy UCIOIb30BaH KITH0Y:

AGE-SECRET-KEY-1DTCAM5SIWOZWLYMKDOROZHIJTXSTPQP4K4AWC6X26SNYZITOIRLZSVACKG4A

(BHMMaHHE: 3TO IEMO-KITI0Y; B peaTbHOM paboTe KIIF0U IOJDKEH COAEPIKAaThCs PUBATHO)
s m3MeneHus vars/secrets.yaml cHadana Hy>KHO €ro paciiugpoBaTh:

sops -d -i --age 'AGE-SECRET-KEY-1DTCAM5SIWOZWLYMKDOROZHOITXSTPQP4KAWC6X26SNYZIT9IRLZSVACKGA '
vars/secrets.yaml

[Tocne m3meHenns - 3ammdpoBaTth (TIPU 3TOM UCIIONB3YIOTCS MA0IHUK-KITI0YN U3 .SOps.yaml, onuH u3
KOTOPBIX COOTBETCTBYET JIEMO-KIIIOUY):

sops -e -1 vars/secrets.yaml

Hanee, "3MeHEHHS HYKHO 3aKOMMUTUTh U OTIIPABUTh B PEIO3UTOPUIl YCTAHOBKH. BbIJaHHBINA aKKayHT
JIOCTyTIA K PENO3UTOpHIO (U-pat) He UMEET IpaB Ha 3alKCh B JAHHBIN PENO3UTOPHI, TI03TOMY, €CIIN
W3MEHEHUS B MapaMeTpax TpeOyeTcsl COXpaHHUTh, TO CHadasla MoTpedyeTcst co3aaTh POPK PEmo3UTOpHs
ycTaHOBKH (Harpumep, https://pat.git.art-fintech.ru/mabs-deploy/2-infra --> https://pat.git.art-fintech.ru/u-
pat/2-infra), u nanee, 3MeHEeHH KOMMUTHTH yKe B ¢opk. Taxke, mpy MHANMATH3AINHA (CM. CIIETYIOIIHI
pasnen) notpedyrcs usmeHutb URL penosutopus B komanze "flux create source git" u mapametp spec/url
B maHudecte GitRepository flux-system B ¢aiine cluster/flux-system/git-repo.yaml

3.2.3. YcranoBka
Cosnathb cekpet ¢ SOPS(age)-kirouomM, KOTOphId Oyaer ucrnonb3oBatbes FluxCD s goctyna k cekperaMm
B PENO3UTOPHH YCTAHOBKH:

kubectl create secret generic sops-age -n flux-system --from-literal=flux-infra-
patent.agekey=AGE-SECRET-KEY-1DTCAM5SIWOZWLYMKDOROZHIITXSTPQP4AKAWCEX26SNYZIT9IRLZSVACKGA

[IponnummanuzupoBats FluxCD u3 garHOTO penozuropus (60 u3 Gopka - CM. IPeABIAYIIHA pa3aem),
Hanpumep:

flux create source git flux-system \
--url=https://pat.git.art-fintech.ru/mabs-deploy/2-infra \
--username=u-pat \
--password=<password> \
--branch=master \
--interval=3m@s

flux create kustomization flux-system \
--source=flux-system \
--path="./cluster" \
--prune=true \
--interval=106m

B komanze "flux create source git" 3aMeHUTH <password> Ha aKTyaJbHBIH TAPOIH MOTH30BATEIS U-

pat, a TaKkKe mapameTp --url, eciiu JOIKeH UCHoNIb30BaThes GOPK (ecu NoTpedOBaINCh U3MEHEHHS B PETIO
YCTaHOBKH).

Jlanee, aBTOMaTHYECKH HAYHETCS MPOIIECC YCTaHOBKU. CTaTyc BHIOIHEHUS! MOYKHO ITPOBEPUTH KOMAH/IOM:

flux get all

B naHHO# ycTaHOBKE HAMEPEHHO HE HCIONb3yeTcs BapuaHT nHUnuanu3anun "flux bootstrap", T.x. B


https://github.com/getsops/sops
https://pat.git.art-fintech.ru/mabs-deploy/2-infra
https://pat.git.art-fintech.ru/u-pat/2-infra
https://pat.git.art-fintech.ru/u-pat/2-infra

OJTHOM 13 BapHaHTOB (0e3 ¢opka) onmucaHa BOZMOKHOCTh WHCTAIUISIAA U3 "read only" pemosutopust. "flux
bootstrap" ke mpernoaaracT MoJHbINH JOCTYIT K PO YCTAHOBKH, T.K. TOOABJISACT Ty/1a KOJ MHUIIMATU3AIH
camoro FluxCD. Jlns peanbHbIX, HE IEMO, YCTAHOBOK PEKOMEHAyeTCs MCIoib30BaTh "flux bootstrap”,
yT00BI K011 FluxCD momnepxuBaiics 1 OOHOBJISIICS MM YK€ CAMHM.

3.3. YcraHOBKA NPUKJIATHOTO CTIKA

Pabouas cpena ycTaHOBKH CTIKa COBIIA/IACT CO CPEIOH yCTAaHOBKH HH(PPACTPYKTYPHBIX KOMIOHEHTOB
KJactepa (cM. cooTBeTCTBYIOMMH pasaen "[loaroroka pabdoueii cpeapl"). Mconb3yroTcs HHCTPYMEHTHI
FluxCD, SOPS (+age).

Ilepen ycraHOBKO# TpeOyeTcsi HACTPOUTH MTapaMeTPhI ACTUION (CEKPETHI), pacloIoKeHHBIE B (aiine
vars/secrets.yaml B wactHocTH, 00paTuTh BHEMaHHE Ha apaMeTpsl konHekTa K B/, [Topsamox ux
M3MEHEHUS TAKXKE COBIIAAAET C OMMCAHUEM U3 Pa3Jielia YCTaHOBKH HHPPACTPYKTYPHBIX KOMIIOHEHTOB
kmactepa ("'2-infra") - kmorupyem (¢ hopkom, eciu Tpedyercs), pacmudpoBbIBacM, MEHIEM, ITHPPyeM,
KOMMUTHM U OTIIpaBiisieM B penosutopuii. Cm. HacTpoiika mapameTpoB merosl.

3.3.1. YcraHOBKa
[IponnummanuzupoBate FluxCD u3 gqarHoTO penosuropus (Jinbo u3 ¢hopka), HarpuMep:

flux create source git stack \
--url=https://pat.git.art-fintech.ru/mabs-deploy/4-stack \
--username=u-pat \
--password=<password> \
--branch=master \
--interval=3m@s

flux create kustomization stack-entry \
--source=stack \
--path="./flux-entry" \
--prune=true \
--interval=10m

B koMmaHn e "flux create source git" 3aMEHUTh Ha aKTyaJbHBIN MapOJIb MOJIH30BATENS U-pat, a TAKKE
mapamMeTp --url, ecim JoJKeH MCIoNb30BaThes (HOpK (eciu MoTpeOoBaTNCh H3MEHEHHS B PEII0 YCTAHOBKH).
Janee, aBTOMaTHYECKH HAYHETCS MTPOIIECC YCTaHOBKU. CTaTyc BBIMOJIHEHUS MOYKHO ITPOBEPHTH KOMAHI0H

(pucynok 1):

flux get all


https://pat.git.art-fintech.ru/mabs-deploy/2-infra
https://pat.git.art-fintech.ru/mabs-deploy/2-infra
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Pucynox 1

YroObl yOemuThesl B KOPPEKTHOH paboTe KiacTepa, HeoOXO0AMMO MPOBEpUTh cocTossHue Beex Pod’oB. Bee
KOMIIOHEHTHI JIOJDKHBI HAXOAUTHCS B cTaryce Running, a mokazatens READY nomkeH nveTs BUA n/n.
st mpocMOTpa COCTOSTHUS UCTIONB3YHTE KOMaHAy (PUCYHOK 2):

kubectl get pod -A



i = 1: devel@pat-m1: ~

-ml:~$ k get pod -A
NAME {  STATUS RESTAR
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Fluent-bit-

Tluer
Running
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o
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cilium-6htb:

cilium

cilium / Running
cilium-ct8 Running
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P s e
TRERER
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cilium

S

Running
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a
B

cilium-185fp
cilium-mdmk

5
5
stem
5

Running
Running
Running

Running @ 180m
Running @ 180m

PucyHox 2

B IO «Apromatu3npoBaHHas OaHkoBckas cuctema "APHYBO"» peannzoBaHo 0OobIioe KOJMYECTBO
MOJIYJIEeH, KaKAbIH M3 KOTOPBIX OTBEYACT 3a ONpEAEIEHHOE HalpaBieHUE PadOThl — OT KIMEHTCKHX
oTepanuii u OWIIHHTA 0 OTYETHOCTH, aIMHUHUCTPUPOBAHUS U UHTETPALIUH.

B 3aBucuMocTH OT BBIOPAaHHOTO MOAYJS CTApPTOBOE OKHO MOKET MMETh Pa3lUYHBIA BHJ W COCTaB
3JIEMEHTOB MHTEpdelica, ananTUpysICh Mo GYHKLIHUH U 3a1a41 KOHKPETHOr'O MOJIb30BaTeIs.

BrewmHmil BUJ cTapTOBOro 3KpaHa MOXKET HE3HAYUTENBHO OTJIMYATHCSA B Pa3HBIX MOIYJISIX, HO CTPYKTypa
uHTepdelica ocTaéTcs eAMHONW M HHTYUTHBHO MOHSTHOM.

IIpuMep TUIIOBOrO CTAPTOBOIO OKHA MPEICTABIEH HA PUCYHKE 3.



ABTOpU3auUuMA

Boiimn
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